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ABSTRACT

Previous work of the author has developed probabilistic input/output automata (PIOA)

as a formalism for modeling systems that exhibit concurrent and probabilistic behavior.

Central to that work was the notion of the \behavior map" associated with a state of a

PIOA. The present paper presents a new, simpler de�nition for PIOA behavior maps,

investigates the induced \same behavior map" equivalence relation, and compares it

with the standard notion of probabilistic bisimulation equivalence. Weighted �nite

automata are used as a unifying formalism to facilitate the comparison. A general

notion of congruence for weighted automata is de�ned, which relates signed measures

on states, rather than just individual states. PIOA are de�ned as a class of weighted

automata, as are the class of probabilistic weighted automata for which the standard

de�nition of probabilistic bisimulation makes sense. A characterization is obtained of

probabilistic bisimulation as the largest congruence that is in a sense generated by its

restriction to a relation on states. This characterization is then used as the de�nition

of weighted bisimulation, which generalizes probabilistic bisimulation to the full class

of weighted automata. PIOA behavior equivalence is also shown to de�ne a weighted

automata congruence, which is strictly re�ned by weighted bisimulation equivalence.

The relationship between these congruences and a notion of composition for weighted

automata is also examined.

Keywords: probabilistic I/O automata, weighted automata, continuous-time Markov

chains, probabilistic bisimulation, lumpability

1. Introduction

In previous work [22] we introduced probabilistic I/O automata (PIOA) as a formal

model for systems that exhibit concurrent and probabilistic behavior. An important

feature of the PIOA model is that it admits a composition operation by which a

complex automaton can be constructed from simpler components. In [19, 20] we
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presented algorithms for calculating certain kinds of performance parameters (such

as mean time to failure) for such systems in a compositional fashion; that is, by

treating the components of a composite system in succession rather than all at once.

The compositional approach can help avoid the state-space explosion problem in such

calculations by a�ording the opportunity to perform state-space reduction as each

successive component is treated.

A central role in our previous work was played by so-called behavior maps, which

are certain functions associated with the states of a PIOA. In [22], the assignment of

behavior maps to states was shown to respect composition in the sense that the be-

havior map associated with a state of a composite PIOA is determined completely by

the behavior maps associated with its component states. In addition, behavior maps

were shown (for PIOA without internal actions) to be fully abstract with respect to a

natural notion of probabilistic testing. That is, two states of a PIOA are indistinguish-

able by probabilistic testing precisely when they have the same associated behavior

maps. Behavior maps also form the basis for the algorithms presented in [19, 20].

These algorithms work by starting with a so-called observable, which describes the

performance parameter to be computed, and then successively applying the behavior

map associated with each component of the system to obtain a new observable. Once

all components have been treated, the �nal answer is extracted.

Although we felt that our notion of behavior map was justi�ed in view of the results

we were able to prove about it, the formal de�nitions we gave for this concept are

messy and di�cult to motivate. In addition, we did not have any understanding of

how the induced \behavior equivalence" on PIOA states might relate to previously

studied equivalences, such as probabilistic bisimulation [14], for probabilistic systems.

The present paper attempts to rectify this situation: �rstly by giving a much simpler

de�nition for PIOA behavior maps than in our previous work, and secondly by study-

ing the relationship of behavior equivalence for PIOA with probabilistic bisimulation

equivalence.

Probabilistic bisimulation, as introduced by Larsen and Skou [14], and as studied

further in [10, 11], does not apply directly to probabilistic I/O automata but rather

to a somewhat di�erent model, called probabilistic transition systems. In order to

make a comparison of PIOA behavior equivalence and probabilistic bisimulation, we

need a common framework within which both notions of equivalence make sense. In

this paper, we use weighted automata for this purpose. For us, a weighted automaton

consists of a �nite set E of actions, a �nite set Q of states, and for each e 2 E a linear

operator T

e

on Q-indexed vectors of real numbers. Each T

e

can be represented by

a matrix whose rows and colums are indexed by Q, and whose entries are \weights"

assigned to state transitions. Both PIOA and \deterministic" probabilistic transition

systems can be viewed as special cases of weighted automata, though the weights have

a di�erent interpretation in each case.

The class of weighted automata we consider in this paper is a rather restricted

subclass of the most general kind of weighted automata that have been considered in

the literature. A general de�nition of weighted automata (see e.g. [13]) permits the

weights to be drawn from an arbitrary semiring, and indeed this generality is exploited

in important application areas: the boolean semiring in the case of formal language
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theory, as well as more \exotic" semirings such as \max-plus" and its relatives in the

case of optimization and scheduling applications. Here we are concerned with weights

that represent either transition probabilities or transition weights, and for this reason

we restrict our attention to weights drawn from the semiring of nonnegative real

numbers with the usual addition and multiplication, or more conveniently, from the

ring of all real numbers. For us, the use of weighted automata serves to emphasize the

natural linear algebraic structure inherent in probabilistic and stochastic automata,

and motivates an attempt to characterize important equivalences, such probabilistic

bisimulation, as equivalences that respect this structure.

We begin our investigation by de�ning a notion of congruence for weighted au-

tomata. A congruence on any algebraic structure consists of an equivalence relation

on the elements of the structure which respects the algebraic operations. In the case of

weighted automata, the relevant algebraic operations are the transition maps, which

naturally act not on individual elements of the state set Q, but rather on Q-indexed

vectors of real numbers. These vectors can be thought of as \weightings" or \mea-

sures" on states. The transition maps are linear, which implies that the vector space

structure also becomes relevant for the notion of congruence. Thus, we de�ne a con-

gruence for a weighted automaton A to be an equivalence relation on measures that

has a certain linearity property and in addition is invariant under the transition maps

T

e

of A. Equivalence relations on individual states lift naturally to linear equivalences

via the identi�cation of an individual element q of Q with the \point measure" �

q

that

assigns weight 1 to q and weight 0 to all other states.

After introducing the notion of weighted automata congruence, we next consider

the class of probabilistic weighted automata, de�ned to be those weighted automata

whose transition matrices have nonnegative entries and satisfy a certain stochastic

condition. Probabilistic weighted automata amount to the the same thing as de-

terministic or reactive probabilistic transition systems [6, 14]. We consider how the

notion of probabilistic bisimulation for such automata relates to the notion of con-

gruence for weighted automata. Our main result here is a correspondence between

probabilistic bisimulations and those congruences that are in a sense generated by an

underlying equivalence relation on states. Although the original de�nition of proba-

bilistic bisimulation involves probability distributions, and would therefore seem only

to be applicable to probabilistic automata, our description of probabilistic bisimula-

tions in terms of congruences indicates that the concept can be generalized sensibly to

arbitrary weighted automata with nonnegative transition matrices. We use the term

weighted bisimulation to refer to this generalization.

We next de�ne probabilistic I/O automata as another class of weighted automata.

PIOA have two types of actions: input actions and output actions. The weights asso-

ciated with the input transitions of a PIOA are interpreted as probabilities and the

transition matrix T

e

associated with an input action e is required to satisfy a stochastic

condition. In contrast, the output transitions of a PIOA describe a continuous-time

Markov chain, in which the entry T

e

(q; q

0

) is the parameter of an exponential prob-

ability distribution that describes the random amount of time that will be spent in

state q before performing an action e and changing to state q

0

. The weights associ-

ated with the output transitions of a PIOA are interpreted as transition rates, not
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probabilities, and we therefore require that the transition matrix T

e

associated with

an output action e be nonnegative, but do not impose any stochastic condition.

After giving the de�nition of PIOA, we present a simple de�nition of the behavior

map associated with a state q of a PIOA. We show that the \behavior equivalence"

relation on a PIOA determines a congruence on the underlying weighted automaton.

We compare the congruence that arises in this way with the congruence associated

with the largest weighted bisimulation, and we �nd that weighted bisimulation equiva-

lence strictly re�nes behavior equivalence. The intuitive reason for this is that whereas

probabilistic bisimulation equivalence is in a sense generated by its restriction to point

measures, behavior equivalence can include relationships between arbitrary measures

that are not consequences of relationships between point measures. This is a key

point of our work. If one limits consideration to congruences generated by underlying

equivalences on individual states, then probabilistic bisimulation is the congruence

that yields the maximum identi�cations between states. On the other hand, if one is

willing to consider equivalences on measures which are not generated by underlying

state equivalences, then one opens the possibility of congruences that relate point

measures (i.e. states) with more general measures. Our PIOA behavior equivalence

relation is an example of such a congruence, which is strictly coarser than probabilis-

tic bisimulation, yet still separates states that can be distinguished on the basis of

the probability distributions governing the production of outputs in those states.

Besides relating PIOA behavior equivalence and probabilistic bisimulation equiv-

alence, we also consider the relationship between these equivalences and the notion

of composition. We give a general de�nition for the composition A

1

�A

2

of weighted

automata A

1

and A

2

. This composition amounts to taking a kind of product of A

1

and A

2

where the actions in the intersection of the alphabets are required to synchro-

nize and actions in the symmetric di�erence occur independently. This composition

operation restricts sensibly to both probabilistic weighted automata and PIOA, in the

sense that the classes of probabilistic weighted automata and PIOA are both closed

under it. Moreover, for compatible PIOA A

1

and A

2

, the composition A

1

� A

2

corre-

sponds exactly to the PIOA composition used in our previous work. We show that

composition respects both probabilistic bisimulation and PIOA behavior equivalence,

and for PIOA behavior equivalence we give a simple new proof of this fact based on

our simpler de�nition of PIOA behavior.

The remainder of the paper is organized as follows. Section 2 gives some preliminary

de�nitions and terminology. Section 3 de�nes weighted automata and congruences on

such automata. Section 4 de�nes the subclass of probabilistic weighted automata and

characterizes probabilistic bisimulation among the congruences on such automata.

Section 5 de�nes probabilistic I/O automata and behavior maps and characterizes

PIOA behavior equivalence. Finally, Section 6 summarizes what has been achieved

and indicates a direction for future research.

2. Preliminaries

A signed measure on a �nite set Q is a real-valued function � on Q. A signed measure

on Q is called nonnegative if it takes on only nonnegative values. In the sequel, we
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use the unquali�ed term \measure" to mean signed measure, and we use the term

\nonnegative measure" when we wish to restrict our attention to that case. We use

R

Q

to denote the set of all signed measures on Q. Note that R

Q

is a �nite-dimensional

vector space with obvious pointwise de�nitions of sum and scalar product. For each

state q 2 Q, de�ne the point measure �

q

by the conditions �

q

(q) = 1 and �

q

(q

0

) = 0

if q

0

6= q. When no confusion can result, we shall �nd it convenient to identify the

elements of Q with the corresponding point measures in R

Q

. Note that the set of

point measures f�

q

: q 2 Qg constitutes a basis for R

Q

. We use the abbreviation �(S)

to denote the sum

P

q2S

�(q) for S � Q. The support of � is de�ned to be the set

supp(�) = fq 2 Q : �(q) 6= 0g.

Suppose T : R

Q

! R

Q

is a linear operator. We regard T as acting on the right,

and hence use the notation �T for the result of applying T to �. Each such operator

T determines a function, which we also denote by T , from Q�Q to R, according to

the de�nition

T (q; q

0

) = (qT )(q

0

):

We then have the familiar matrix multiplication formula

(�T )(q

0

) =

X

q2Q

�(q)T (q; q

0

):

We say that T is nonnegative if it preserves nonnegative measures. This is equivalent

to the condition that all T (q; q

0

) are nonnegative.

A formal power series over a set E is a function � : E

�

! R: where E

�

denotes

the set of �nite words over E. Let RhhEii denote the set of all formal power series

over E. Note that RhhEii is a vector space with the obvious pointwise sum and scalar

product. The derivative of a formal power series � by an element e 2 E is the formal

power series e

�1

� that satis�es

(e

�1

�)(w) = �(ew):

for all w 2 E

�

. Note that for each e 2 E, the map taking a formal power series � to

its derivative e

�1

� is a linear operator on RhhEii.

3. Weighted Automata

A weighted automaton (WA) is a triple A = (E;Q; fT

e

: e 2 Eg) where

� E is a �nite set of actions.

� Q is a �nite set of states.

� T

e

: R

Q

! R

Q

is a linear map, called the transition map for action e 2 E.

Note that the map taking e 2 E to the linear operator T

e

on R

Q

extends uniquely to

a morphism of monoids:

T : E

�

! Lin(R

Q

;R

Q

)

which assigns to each word w = e

1

e

2

: : : e

n

in E

�

the linear operator T

�

=

T

e

1

T

e

2

: : : T

e

n

on R

Q

. (Here Lin(R

Q

;R

Q

) denotes the monoid of linear operators

on R

Q

.)
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In this paper, we restrict our attention to weighted automata with �nite sets of

states. There are some signi�cant complications that arise if one attempts to treat

countable sets of states, due to the necessity of introducing a suitable notion of conver-

gence for R

Q

and keeping track of the conditions under which the various summations

we use in fact converge. We do not know to what extent our results might generalize

to in�nite state sets.

The reader will also have noted that our de�nition of weighted automaton does

not include any initial conditions such as a distinguished initial state. The separation

of the dynamics of an automaton from the initial conditions allows us to focus our

attention for the moment on notions (such as congruences) that are independent

of the initial conditions. Of course, if we are interested in particular behavior of

an automaton then we must specify particular initial conditions, but even so it is

often useful to consider the behavior of a single automaton under a variety of initial

conditions. Keeping the initial conditions separate from the automaton helps to

facilitate this.

We now turn to de�ning the notion of congruence for weighted automata. De�ne

a relation R on R

Q

to be linear if the following conditions are satis�ed:

� � R �

0

implies c� R c�

0

.

� �

1

R �

0

1

and �

2

R �

0

2

imply �

1

+ �

2

R �

0

1

+ �

0

2

.

A congruence on a weighted automaton A = (E;Q; fT

e

: e 2 Eg) is a linear equiva-

lence relation E on R

Q

which is A-invariant in the following sense:

� � E �

0

implies �T

e

E �

0

T

e

for all actions e.

As mentioned in the introduction, our usage of the term \congruence" here is

consistent with the standard mathematical meaning of \an equivalence that respects

relevant algebraic structure." The algebraic structure that is relevant for a weighted

automaton consists of the transition maps T

e

and the vector space structure on R

Q

.

However, those who study process algebra may be misled by an apparent con
ict

with the way the term \congruence" is used in that �eld. In fact, there is no con
ict.

Process algebra considers, besides the transition structure of an automaton, various

additional algebraic operations such as those that combine automata A

1

and A

2

to

form some kind of composite automaton A

1

�A

2

. In process algebra the relevant alge-

braic structure consists, therefore, not only of the transitions between states, but also

any additional algebraic operations that may be under consideration. One therefore

expects a notion of congruence appropriate for process algebra to respect these addi-

tional algebraic operations on automata as well as the transition structure of individ-

ual automata. Indeed, the attempt to establish that a standard transition-respecting

congruence such as bisimulation also respects the additional algebraic operations,

forms a typical theme in process-algebraic investigations.

De�ne the kernel K

R

of a binary relation R on R

Q

to be the subspace of R

Q

generated by the set f�� �

0

: � R �

0

g. Then every element of K

R

is a �nite linear

combination of measures of the form �� �

0

where � R �

0

. De�ne the closure R

y

of a

binary relation R on R

Q

by:

� R

y

�

0

i� �� �

0

2 K

R

:
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A relation R on Q may be identi�ed with the corresponding relation R on R

Q

de�ned

by

R = f(�

q

; �

q

0

) : q R q

0

g:

We use this correspondence to extend the notion of kernel and closure to relations on

Q. Note, though, that the closure R

y

of a relation R on Q is a relation on R

Q

, not a

relation on Q.

Lemma 3.1 Let R be a binary relation on R

Q

. Then R

y

is a linear equivalence

relation, which is in fact the smallest such relation containing R.

Proof. It is straightforward to see from the de�nition that R

y

is a linear equivalence

relation that contains R. If R itself happens to be a linear equivalence, then f���

0

:

� R �

0

g is already a subspace of R

Q

, which must therefore equal K

R

. In this case

we have that R

y

= f(�; �

0

) : � R �

0

g = R. Thus, if R is a linear equivalence then

R

y

= R.

Now, suppose E is an an arbitrary linear equivalence that contains R. Then clearly

K

R

� K

E

, and consequentlyR

y

� E

y

= E . Thus, R

y

is the smallest linear equivalence

that contains R. 2

Lemma 3.2 Let A be a weighted automaton with state set Q and action set E. A

linear equivalence E on R

Q

is a congruence for A if and only if K

E

is closed under

T

e

for all e 2 E.

Proof. Suppose the linear equivalence E is a congruence on A, hence is A-invariant.

Then � 2 K

E

i� � E 0, so by the A-invariance of E it follows that � 2 K

E

implies

�T

e

E 0T

e

= 0; hence K

E

is closed under T

e

for all e.

Conversely, suppose E is a linear equivalence such that K

E

is closed under T

e

for

all e. If � E �

0

, then by de�nition ���

0

2 K

E

. Since K

E

is closed under T

e

, it follows

that �T

e

��

0

T

e

2 K

E

, hence �T

e

E

y

�

0

T

e

. But since E is linear and E

y

is the smallest

linear equivalence containing E it follows that E

y

= E . Thus �T

e

E �

0

T

e

, showing

that E is A-invariant, hence a congruence on A. 2

Example 1 Let A = (E;Q; fT

e

: e 2 Eg), where

E = fa; b; c; dg; Q = fq

0

; q

1

; q

0

1

; q

2

; q

0

2

; q

3

g [ fr

0

; r

1

; r

2

; r

0

2

; r

3

g;

and the transition matrices T

a

, T

b

, T

c

, and T

d

are de�ned so that the following are

the only non-zero entries:

T

a

(q

0

; q

1

) = 1=2 T

a

(q

0

; q

0

1

) = 1=2 T

a

(r

0

; r

1

) = 1

T

b

(q

1

; q

2

) = 1 T

b

(q

0

1

; q

0

2

) = 1 T

b

(r

1

; r

2

) = 1=2 T

b

(r

1

; r

0

2

) = 1=2

T

c

(q

2

; q

3

) = 1 T

c

(r

2

; r

3

) = 1

T

d

(q

0

2

; q

3

) = 1 T

d

(r

0

2

; r

3

) = 1:

A transition diagram for A is shown in Figure 1.
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1

q0

q1 q1’

q2 q2’

r0

r1

q3 r3

r2 r2’

a a a

b b b b

d dc c

1/2 1/2

1

1/2 1/2
1 1

1 1 1

Figure 1: Transition Diagram for Example 1

Now, R

Q

is an 11-dimensional space having as a basis the set:

f�

q

0

; �

q

1

; �

q

0

1

; �

q

2

; �

q

0

2

; �

q

3

; �

r

0

; �

r

1

; �

r

2

; �

r

0

2

; �

r

3

g

so that the elements of R

Q

are all linear combinations of these basis elements. Let K

be the subspace of R

Q

generated by the following set:

f�

q

0

� �

r

0

;

1

2

�

q

1

+

1

2

�

q

0

1

� �

r

1

; �

q

2

� �

r

2

; �

q

0

2

� �

r

0

2

; �

q

3

� �

r

3

g:

It is easy to check that the above set is linearly independent, so that K is a 5-

dimensional subspace of R

Q

.

It is also easily checked by straightforward calculations that K is closed under T

e

for all e. For example, we have:

(�

q

0

� �

r

0

)T

a

=

1

2

�

q

1

+

1

2

�

q

0

1

� �

r

1

and

(�

q

0

� �

r

0

)T

b

= 0:

Let E be de�ned by � E �

0

i� � � �

0

2 K; then K = K

E

and E = E

y

, so that E is a

linear equivalence relation. Examples of elements of E are (�

q

0

; �

r

0

), (�

q

1

+ �

q

0

1

; 2�

r

1

),

and (�

q

2

� �

r

0

2

; �

r

2

� �

q

0

2

). Since K is closed under T

e

for all e, it follows by Lemma

3.2 that E is a congruence on A.

We are interested in weighted automata congruences that respect certain basic

attributes of measures. One such attribute is the total weight �(Q) of the measure

�. A congruence E on A is called �-respecting if � E �

0

implies �(Q) = �

0

(Q) for

all �; �

0

2 R

Q

. Since it is easily veri�ed that the identity relation is a �-respecting

congruence, and the union of an arbitrary collection of �-respecting congruences is
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again a �-respecting congruence, it follows that there exists a largest �-respecting

congruence for A. We call this relation the �-congruence relation for A.

The following result can be interpreted as saying that the �-congruent measures

are precisely those that are indistinguishable by any \experiment" in which a series of

actions is performed and then the total weight of the resulting measure is observed.

Lemma 3.3 Let A be a weighted automaton with state set Q and action set E. Then

measures � and �

0

in R

Q

are �-congruent for A if and only if for all w in E

�

we

have � T

w

(Q) = �

0

T

w

(Q):

Proof. Suppose � and �

0

are �-congruent for A. We claim that for all w in E

�

we

have � T

w

(Q) = �

0

T

w

(Q): The proof is by induction on the length of w. If w has

length 0, then w = �, the empty word. In this case, we have � T

�

(Q) = �(Q) =

�

0

(Q) = �

0

T

�

(Q); by the fact that �-congruence is �-respecting. Now suppose we

have established the result for all words w of length less than or equal to n, for some

n � 0, and consider a word ew of length n + 1. Since � and �

0

are �-congruent

and �-congruence is A-invariant, it follows that �T

e

and �

0

T

e

are also �-congruent.

Then � T

ew

(Q) = �T

e

T

w

(Q) = �

0

T

e

T

w

(Q): = �

0

T

ew

(Q); where we have used the

de�nition of T

ew

and the induction hypothesis.

Conversely, let E be the binary relation on R

Q

that relates measures � and �

0

precisely when for all w in E

�

we have � T

w

(Q) = �

0

T

w

(Q): We claim that E is a

�-respecting congruence, hence E is contained in �-congruence. The linearity of E

is obvious from the form of its de�nition. To show that E is �-respecting, suppose

� E�

0

. Then �(Q) = �T

�

(Q) = �

0

T

�

(Q) = �

0

(Q), as required. To show that E is

invariant, suppose again that � E�

0

. Let e 2 E be arbitrary. Then we have, for all

w 2 E

�

:

�T

e

T

w

(Q) = �T

ew

(Q) = �

0

T

ew

(Q) = �

0

T

e

T

w

(Q):

Hence �T

e

E �

0

T

e

, as required for invariance. 2

Corollary 3.4 Let A be a weighted automaton with state set Q and action set E.

Suppose E is a �-respecting congruence on A. If � and �

0

in R

Q

are related by E,

then for all e 2 E we have �T

e

(Q) = �

0

T

e

(Q).

Proof. If � and �

0

are related by the �-respecting congruence E , then � and �

0

are

�-congruent. Now apply Lemma 3.3 in the special case that w = e. 2

Since qT

e

(Q) amounts to a kind of \total transition weight" for action e 2 E

from state q, Corollary 3.4 shows that �-congruence is nontrivial in the sense that

it never relates two states having distinct total transition weights for some action e.

In particular, it never relates a state q in which e is enabled (qT

e

(Q) 6= 0) with a

state q

0

in which e is not enabled (q

0

T

e

(Q) = 0). Thus, �-congruence is the largest

congruence it is reasonable to consider, if one regards the enabling of each individual

action e as an observable characteristic of a state.

Let A

1

= (E

1

; Q

1

; fT

1;e

: e 2 E

1

g) and A

2

= (E

2

; Q

2

; fT

2;e

: e 2 E

2

g) be weighted

automata. We de�ne the composition of A

1

and A

2

to be the weighted automaton

A

1

�A

2

= (E

1

[ E

2

; Q

1

�Q

2

; fT

1;e


 T

2;e

: e 2 Eg)
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In the above, the symbol 
 denotes tensor (or Kronecker) product, so that

T

1;e


 T

2;e

((q

1

; q

2

); (q

0

1

; q

0

2

)) = T

1;e

(q

1

; q

0

1

) � T

2;e

(q

2

; q

0

2

):

Also, we have used the convention that T

1;e

denotes the identity transformation if

e 62 E

1

, and similarly for T

2;e

. Thus, A

1

�A

2

models a system consisting of components

A

1

and A

2

, where actions e 2 E

1

\E

2

are executed jointly by both components, and

actions e 2 (E

1

n E

2

) [ (E

2

n E

1

) are executed independently by one component or

the other.

The above de�nition of composition is not new, as similar or identical notions of

composition have previously been de�ned and studied in the literature on stochastic

process algebras. Hillston [8] compares the merits of a number of such notions of

composition that have appeared in the context of work on the stochastic process

algebras TIPP [7] PEPA [9], MPA [4], and MPA/EMPA [1]. The observation that

tensor notation provides a succinct way to de�ne composition of automata is also not

new, dating back at least to Plateau [16] for stochastic automata.

The following result together with Lemma 3.3 shows that composition of weighted

automata respects �-congruence. Similar results are well-known in the stochastic

automata literature.

Proposition 3.5 Suppose A

1

and A

2

are weighted automata. Then for all measures

�

1

over Q

1

and measures �

2

over Q

2

, and all w 2 (E

1

[ E

2

)

�

we have

(�

1


 �

2

) T

w

(Q

1

�Q

2

) = �

1

T

w

(Q

1

) � �

2

T

w

(Q

2

):

Proof. By induction on w. If w = �, then

(�

1


 �

2

) T

w

(Q

1

�Q

2

) = (�

1


 �

2

)(Q

1

�Q

2

) = �

1

(Q

1

) � �

2

(Q

2

):

Suppose now that w = ew

0

and that we have shown the result for w

0

. Then

(�

1


 �

2

) T

w

(Q

1

�Q

2

) = (�

1


 �

2

) T

ew

0

(Q

1

�Q

2

)

= (�

1


 �

2

) (T

1;e


 T

2;e

)T

w

0

(Q

1

�Q

2

)

= (�

1

T

1;e


 �

2

T

2;e

) T

w

0

(Q

1

�Q

2

)

= �

1

T

1;e

T

w

0

(Q

1

) � �

2

T

2;e

T

w

0

(Q

2

)

= �

1

T

w

(Q

1

) � �

2

T

w

(Q

2

):

2

4. Probabilistic Weighted Automata

In this section, we consider a class of weighted automata for which the weights can

be interpreted as probabilities. The main result (comprising Theorems 4.3 and 4.4)

is that for this class of automata, probabilistic bisimulations correspond to those

weighted automata congruences that are in a sense generated by their restrictions to

point measures. In addition, though every probabilistic bisimulation is automatically

�-respecting, �-congruence on a probabilistic weighted automaton does not neces-

sarily correspond to any probabilistic bisimulation. Thus, probabilistic bisimulation

equivalence is a strict re�nement of �-congruence.
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Probabilistic bisimulation was introduced by Larsen and Skou [14], as an adaptation

of Milner's bisimulation to probabilistic transition systems. For purely probabilistic

transition systems, which determine Markov chains, probabilistic bisimulation turns

out to be essentially the same concept as the older lumpability notion of Kemeny and

Snell [12]. In that work, lumpability of a Markov chain with respect to an equivalence

relation R on states is de�ned by the condition that the stochastic process that results

when R-related states are identi�ed is once again a Markov chain. In that case, the

resulting \lumped" chain can serve for some purposes as a faithful abstraction of

the original chain [3]. Kemeny and Snell identify the following row sum condition

as necessary and su�cient for lumpability: whenever q and q

0

are related by R and

C is an equivalence class of R, then the total of the transition probabilities from

q to states in C equals the total of the transition probabilities from q

0

to states in

C. Larsen and Skou's de�nition of probabilistic bisimulation is based on the same

row sum condition, except that it is imposed on transitions of each action separately.

Used as a de�nition, the row sum condition is rather concrete and thus not really

satisfactory from an algebraic point of view. Here we build on ideas of Jonsson and

Larsen [10] to obtain a more abstract characterization of probabilistic bisimulation in

terms of weighted automata congruences.

De�ne a weighted automaton A = (E;Q; fT

e

: e 2 Eg) to be probabilistic if for

all e 2 E the operator T

e

is nonnegative and in addition for all q 2 Q, the \row

sum" qT

e

(Q) is either 0 or 1. In case qT

e

(Q) = 1, we say that e is enabled in state

q, otherwise e is not enabled in state q. A measure � on Q is called a distribution if

it is nonnegative and in addition �(Q) = 1. Note that, though in general we have

�T

e

(Q) � �(Q), equality need not hold unless e is enabled in all states. Thus, it is

generally not true that �T

e

is a distribution if � is.

Jonsson and Larsen [10] de�ne a lifting of an equivalence relation R on a set Q to

a relation R

�

on distributions over Q as follows: � R

�

�

0

if and only if there exists a

distributionM on Q�Q with supp(M) � R, such that the following conditions hold:

X

q

0

2Q

M(q; q

0

) = �(q)

X

q2Q

M(q; q

0

) = �

0

(q

0

):

We may think of M as a matrix, whose entries describe the way to redistribute

probabilities from � within equivalence classes so as to arrive at �

0

.

In their de�nition of R

�

, Jonsson and Larsen require that M be a distribution over

Q�Q, so that its entries sum to one. However, if � and �

0

are distributions, andM is

any nonnegative measure that satis�es the above conditions with respect to � and �

0

,

thenM is automatically a distribution. There is therefore no reason not to view R

�

as

a relation on measures, rather than distributions, satisfying the same conditions as in

Jonsson and Larsen's de�nition except that we allowM to be a nonnegative measure

on Q �Q rather than a distribution. We assume this generalization of Jonsson and

Larsen's de�nition in the sequel.

Lemma 4.1 Suppose R is a binary relation on Q. Then the following are equivalent

statements about a measure � on Q:

1. � 2 K

R

.
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2. � can be expressed in the form

X

q2Q

X

q

0

2Q

M(q; q

0

)(�

q

� �

q

0

)

where M is a measure on Q�Q with supp(M) � R.

3. �(C) = 0 for all equivalence classes C of the re
exive transitive closure R of R.

In particular, �

q

� �

q

0

2 K

R

if and only if (q; q

0

) is in R.

Proof. 1) implies 2)

By de�nition K

R

is the subspace generated by all measures of the form �

q

� �

q

0

where q R q

0

; thus any measure in K

R

is a linear combination of measures of this

form. Given � 2 K

R

, we may express � as a linear combination of measures of the

form �

q

� �

q

0

where q R q

0

and then we may de�ne a measure M on Q�Q by taking

M(q; q

0

) to be the coe�cient of �

q

� �

q

0

in the chosen linear combination. Then M

has the stated property by construction.

2) implies 3)

Suppose there exists a measureM on Q�Q such that supp(M) � R and such that

� =

X

q2Q

X

q

0

2Q

M(q; q

0

)(�

q

� �

q

0

):

Let C be an arbitrary equivalence class of R, and for q 2 Q let [q] denote the equiva-

lence class that contains q. Then

�(C) =

X

q2Q

X

q

0

2Q

M(q; q

0

)(�

q

(C)� �

q

0

(C))

=

X

q2Q

X

q

0

2[q]

M(q; q

0

)(�

q

(C) � �

q

0

(C))

=

X

q2C

X

q

0

2[q]

M(q; q

0

)(�

q

(C)� �

q

0

(C))

+

X

q 62C

X

q

0

2[q]

M(q; q

0

)(�

q

(C) � �

q

0

(C))

=

X

q2C

X

q

0

2[q]

M(q; q

0

)(1� 1) +

X

q 62C

X

q

0

2[q]

M(q; q

0

)(0� 0)

= 0:

Thus, for any equivalence class C of R we have �(C) = 0.

3) implies 1)

Let #� denote the number of q 2 Q for which �(q) is nonzero. Note that this

quantity is �nite for all �, in view of the �niteness of Q. We show, by induction on

#�, that for all measures � on Q, if �(C) = 0 for all equivalence classes C of R,

then � 2 K

R

. For the basis case, if #� = 0 then � = 0 and � 2 K

R

holds trivially.

Suppose #� = n > 0 and that we have established the result for all �

0

with #�

0

< n.

Suppose �(C) = 0 for all equivalence classes C of R. Since #� > 0, there exists some
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q for which �(q) 6= 0. Since �([q]) = 0, there must exist some q

0

2 [q] such that �(q

0

)

has sign opposite to that of �(q). Suppose j�(q)j � j�(q

0

)j; if the opposite relation

holds the proof is symmetric. De�ne �

0

= �+ �(q

0

)(�

q

� �

q

0

). Then �

0

(r) = �(r) for

all r 62 fq; q

0

g, also �

0

(q

0

) = 0 and thus #�

0

< #�. Moreover, �

0

(C) = �(C) = 0

for all equivalence classes C of R, so by induction we have �

0

2 K

R

. But since

� = �

0

� �(q

0

)(�

q

� �

q

0

) where q

0

2 [q] it must also be the case that � 2 K

R

. 2

The subspace K

R

can in a sense be viewed as the theory generated by the relation

R, in a logic whose sentences are equations of the form

X

q2S

a

q

�

q

�

X

q2S

0

b

q

�

q

;

where the coe�cients a

q

and b

q

are positive and where the identity sign is interpreted

as R

y

. More precisely, a measure � 2 K

R

has a unique representation as a linear

combination

P

q2Q

a

q

�

q

. Let P be the set of all q 2 Q for which the coe�cient a

q

is

positive, and let N be the set of all q 2 Q for which the coe�cient a

q

is negative. Let

b

q

= �a

q

for q 2 N . Then the measures

P

q2P

a

q

�

q

and

P

q2N

b

q

�

q

di�er by � 2 K

R

,

hence they are related by R

y

. From this point of view, Lemma 4.1 can be seen as

a conservative extension result which implies that the only equations between point

measures that are logical consequences of the \axioms" R are equations of the form

�

q

� �

q

0

where q and q

0

are related by the re
exive transitive closure of R.

Lemma 4.2 Suppose R is an equivalence relation on Q. Then the following are

equivalent statements about nonnegative measures � and �

0

on Q:

1. � R

�

�

0

.

2. � R

y

�

0

.

Proof. 1) implies 2)

Suppose � R

�

�

0

. Then there exists a nonnegative measure M on Q � Q with

supp(M) � R such that the following both hold.

�(q) =

X

q

0

2Q

M(q; q

0

) �

0

(q

0

) =

X

q2Q

M(q; q

0

):

Then since � =

P

q2Q

�(q)�

q

and �

0

=

P

q

0

2Q

�(q

0

)�

q

0

, it follows that

� =

X

q2Q

X

q

0

2Q

M(q; q

0

)�

q

�

0

=

X

q

0

2Q

X

q2Q

M(q; q

0

)�

q

0

;

and hence

�� �

0

=

X

q2Q

X

q

0

2Q

M(q; q

0

)(�

q

� �

q

0

):

By Lemma 4.1, �� �

0

2 K

R

, hence � R

y

�

0

.

2) implies 1) (cf. [11])

Suppose � R

y

�

0

; then �� �

0

2 K

R

. By Lemma 4.1 for any equivalence class C of

R we have (�� �

0

)(C) = 0, hence �(C) = �

0

(C). De�ne M(q; q

0

) = �(q)�

0

(q

0

)=�

0

([q])
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if q R q

0

and �

0

([q]) > 0, and de�ne M(q; q

0

) = 0 otherwise. Then M(q; q

0

) � 0 for all

q; q

0

2 Q, so that M is nonnegative. Since supp(M) � R, it follows that

X

q2Q

X

q

0

2Q

M(q; q

0

) =

X

q2Q

X

q

0

2[q]

M(q; q

0

):

Now, let q be an arbitrary element of Q. If �

0

([q]) = 0 then also �

0

(q) = 0 (because �

0

is assumed nonnegative) and M(q; q

0

) = 0 for all q

0

2 Q. In addition �

0

([q]) = �([q])

so that �(q) = 0. Thus in this case we have 0 =

P

q

0

2Q

M(q; q

0

) = �(q). On the other

hand, if �

0

([q]) > 0, then

X

q

0

2Q

M(q; q

0

) =

X

q

0

2[q]

�(q)�(q

0

)=�

0

([q])

= (�(q)=�

0

([q]))

X

q

0

2[q]

�

0

(q

0

)

= (�(q)=�

0

([q]))�

0

([q])

= �(q):

Since q was arbitrary, it follows that

P

q

0

2Q

M(q; q

0

) = �(q) for all q 2 Q. Similar

reasoning shows that also

P

q2Q

M(q; q

0

) = �

0

(q

0

) for all q

0

2 Q. Thus, � R

�

�

0

. 2

Note that the construction ofM in the second part of the proof of Lemma 4.2 does

not work for general signed measures, since in that case we could have �

0

([q]) = 0

without having �

0

(q) = 0.

Jonsson, Larsen, and Yi [11] de�ne the notion of probabilistic bisimulation for

the general class of probabilistic transition systems. Their de�nition, adapted to the

special case of probabilistic weighted automata which is our present interest, de�nes

a probabilistic bisimulation on a probabilistic weighted automaton A = (E;Q; fT

e

:

e 2 Eg) to be an equivalence relation R on Q such that whenever q R q

0

, then for all

e 2 E we have qT

e

R

�

q

0

T

e

. In view of Lemma 4.2 and the fact that the transition

maps T

e

are nonnegative, this is equivalent to the condition that whenever q R q

0

,

then for all e 2 E we have qT

e

R

y

q

0

T

e

.

We are now able to relate the notions of probabilistic bisimulation and weighted

automata congruence. We �rst show that if R is a probabilistic bisimulation on A,

then R

�

is \almost" a congruence on A, failing to be a congruence only because it is

de�ned only for nonnegative measures.

Theorem 4.3 Let A be a probabilistic weighted automaton with state set Q, and

suppose R is a probabilistic bisimulation on Q. Then R

y

is a congruence on A that

coincides with R

�

on nonnegative measures.

Proof. That R

y

coincides with R

�

on nonnegative measures is the content of Lemma

4.2. It remains to be shown that R

y

is a congruence on A. By Lemma 3.2, it su�ces

to show that � 2 K

R

implies �T

e

2 K

R

for all e. Suppose � 2 K

R

. Then by Lemma

4.1, there exists a measure M on Q�Q with supp(M) � R such that

� =

X

q2Q

X

q

0

2Q

M(q; q

0

)(�

q

� �

q

0

):
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But then

�T

e

=

X

q2Q

X

q

0

2Q

M(q; q

0

)(qT

e

� q

0

T

e

):

Since R is a probabilistic bisimulation, q R q

0

implies qT

e

R

�

q

0

T

e

, hence qT

e

R

y

q

0

T

e

by Lemma 4.2, and thus qT

e

� q

0

T

e

2 K

R

. From this it follows that �T

e

2 K

R

,

because K

R

is a subspace of R

Q

and �T

e

is a linear combination of elements of K

R

.

2

The next result shows that the probabilistic bisimulations correspond to those

weighted automata congruences that are in a sense generated by their restrictions to

point measures.

Theorem 4.4 Let A be a probabilistic weighted automaton with state set Q, and let

E be a congruence on A. Let R be the binary relation on Q de�ned by q R q

0

if and

only if �

q

E �

q

0

. If R

y

= E, then R is a probabilistic bisimulation.

Proof. Suppose R

y

= E . Suppose further that q R q

0

, then it follows by de�nition

of R that �

q

E �

q

0

. Since E is a congruence, we have qT

e

E q

0

T

e

for all e. Since A

is probabilistic, qT

e

and q

0

T

e

are nonnegative measures for all e 2 E. Since E = R

y

,

and R

y

coincides with R

�

on nonnegative measures by Lemma 4.2, it follows that

qT

e

R

�

q

0

T

e

for all e, showing that R is a probabilistic bisimulation. 2

If A is a probabilistic weighted automaton, then it can be shown that there al-

ways exists a largest probabilistic bisimulation relation on A. This relation is called

probabilistic bisimulation equivalence.

Corollary 4.5 Let A be a probabilistic weighted automaton with state set Q, and

let ' denote the probabilistic bisimulation equivalence relation for A. Then '

y

is the

largest congruence E on A with the property that E = R

y

for some equivalence relation

R on Q.

Proof. By Theorem 4.3, '

y

is a congruence on A and it obviously has the stated

property. To complete the proof we must show that '

y

is the largest such congruence.

So, suppose E is an arbitrary congruence with the property that E = R

y

for some

equivalence relation R on Q. Then �

q

E �

q

0

i� �

q

� �

q

0

2 K

R

y
= K

R

. By Lemma 4.1,

�

q

� �

q

0

2 K

R

if and only if q R q

0

. But then it follows from Theorem 4.4 that R is a

probabilistic bisimulation. 2

The next result shows that the congruences determined by probabilistic bisim-

ulation relations are �-respecting, hence probabilistic bisimulation equivalence is a

re�nement of �-congruence.

Theorem 4.6 Let A be a probabilistic weighted automaton with state set Q, and let

R be a probabilistic bisimulation on A. Then R

y

is �-respecting.
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Proof. It su�ces to show that �(Q) = 0 whenever � 2 K

R

. Suppose � 2 K

R

. Then

by Lemma 4.1, there exists a measure M on Q�Q with supp(M) � R such that

� =

X

q2Q

X

q

0

2Q

M(q; q

0

)(�

q

� �

q

0

):

But then

�(Q) =

X

r2Q

X

q2Q

X

q

0

2Q

M(q; q

0

)(�

q

(r) � �

q

0

(r))

=

X

q2Q

X

q

0

2Q

M(q; q

0

)

X

r2Q

(�

q

(r) � �

q

0

(r))

=

X

q2Q

X

q

0

2Q

M(q; q

0

)(1� 1)

= 0:

2

The following example shows that �-congruence for probabilistic weighted au-

tomata does not necessarily correspond to any probabilistic bisimulation, and thus

probabilistic bisimulation equivalence is a strict re�nement of �-congruence.

Example 2 Let A = (E;Q; fT

e

: e 2 Eg) be de�ned as in Example 1. It is easy to

check that A is a probabilistic weighted automaton. Let K and E also be de�ned as

in Example 1, then E is a congruence on A with K

E

= K. It is also easy to check

that �(Q) = 0 for all � 2 K; for example, if � = (1=2)�

q

1

+ (1=2)�

q

0

1

� �

r

1

, then

�(Q) = (1=2) + (1=2)� 1 = 0. Thus, E is a �-respecting congruence on A.

Since �

q

0

E �

r

0

, it follows that �

q

0

and �

r

0

are �-congruent. However any proba-

bilistic bisimulation R containing (q

0

; r

0

) would have to contain (q

1

; r

1

) and (q

0

1

; r

1

),

hence also (q

1

; q

0

1

), so that �

q

1

� �

q

0

1

2 K

R

. By the invariance of R we would then also

have to have �

q

3

= (�

q

1

� �

q

0

1

)T

b

T

c

2 K

R

. This is impossible because �

q

3

(Q) = 1 6= 0,

hence R

y

cannot be �-respecting.

Example 2 illustrates the key reason why �-congruence can be a coarser relation

than probabilistic bisimulation equivalence. Speci�cally, �-congruence does not re-

quire that states (point measures) always be related to other states, but also permits

states to be related to arbitrary measures. In the example, the relation E relates the

state r

1

to the measure

1

2

�

q

1

+

1

2

�

q

0

1

. This relationship is necessary for invariance if q

0

is related to r

0

.

Lemma 3.3 gives us an even clearer picture of the nature of �-congruence. For

a probabilistic weighted automaton A with action set E and state set Q, if � is a

distribution, then for each word w the quantity � T

w

(Q) corresponds to the prob-

ability that action sequence w is performed if A is started in initial distribution �.

Then by Lemma 3.3, distributions � and �

0

are �-congruent if and only if they are

indistinguishable by experiments that estimate the probability of performing a given

action sequence.
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A weighted automaton can be factored by �-congruence just as it can by proba-

bilistic bisimulation equivalence. The states of the quotient automaton obtained in

this way will in general not be equivalence classes of states of the original automaton,

but will instead be subspaces of R

Q

. Since �-congruence can be a coarser relation

than probabilistic bisimulation equivalence, the quotient automaton that results from

factoring by �-congruence can be smaller than that obtained from factoring by prob-

abilistic bisimulation equivalence. We shall see in Section 5 that the same situation

occurs for PIOA behavior equivalence. This way of constructing a reduced automa-

ton, which is naturally suggested by the linear algebraic structure associated with

weighted automata, seems not to have been studied in the context of stochastic pro-

cess algebras.

We now consider composition of probabilistic weighted automata. We �rst note

that the class of probabilistic weighted automata is closed under composition. This

straightforward observation has already been made in the literature in various settings

(for example, see e.g. [4]) but we restate it here for the sake of continuity of the

presentation.

Lemma 4.7 Suppose A

1

and A

2

are probabilistic weighted automata. Then their

composition A

1

�A

2

is also probabilistic.

Proof. Since

(q

1

; q

2

)(T

1;e


 T

2;e

)(Q

1

�Q

2

) = q

1

T

1;e

(Q

1

) � q

2

T

2;e

(Q

2

);

and q

1

T

1;e

(Q

1

) and q

2

T

2;e

(Q

2

) are either 0 or 1, it follows that the transition matrices

T

e

= T

1;e


 T

2;e

have the same 0/1 property. 2

Just as for �-congruence, composition of probabilistic weighted automata respects

probabilistic bisimulation. This fact about probabilistic bisimulation is already known

(see, e.g. [2]), though our presentation here in terms of weighted automata congruences

is new.

Proposition 4.8 Suppose A

1

and A

2

are probabilistic weighted automata, and that

R

1

is a probabilistic bisimulation on A

1

and R

2

is a probabilistic bisimulation on A

2

.

Let the relation R on Q

1

�Q

2

be de�ned by

(q

1

; q

2

) R (q

0

1

; q

0

2

) i� q

1

R

1

q

0

1

and q

2

R

2

q

0

2

:

Then R is a probabilistic bisimulation on A

1

�A

2

.

Proof. The relation R

y

is clearly invariant under T

1;e


T

2;e

and hence is a congruence

on A

1

�A

2

. It then follows by Theorem 4.4 that R is a probabilistic bisimulation. 2

5. Probabilistic I/O Automata

A probabilistic I/O automaton (PIOA) is a weighted automaton

A = (E

in

] E

out

; Q; fT

e

: e 2 Eg)

such that
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� If e 2 E

in

, then T

e

is nonnegative and

P

r2Q

T

e

(q; r) = 1 for all q 2 Q. In this

case, the entries of T

e

are interpreted as transition probabilities.

� If e 2 E

out

, then T

e

is nonnegative. In this case, the entries of T

e

for e 2 E

out

are interpreted as transition rates.

The set E

in

is the set of input actions and E

out

is the set of output actions for A.

Note that the requirement that

P

r2Q

T

e

(q; r) = 1 for all e 2 E

in

and all q 2 Q means

that a PIOA is input enabled: all input actions are enabled in each state.

We regard the output transitions enabled in a state q as independent, competing

activities. When state q is entered, each output transition \chooses" a random time

according to its associated exponential probability distribution. The output transition

that will be taken (assuming that no input occurs �rst) is the one that chooses the

smallest time. Thus, the sojourn time in state q before the next output transition is

executed is a random variable that is the minimum of the random variables associated

with each of the output transitions enabled in state q. This variable also has an

exponential distribution, whose parameter is the total output rate from state q:

rt(q) =

X

e2E

out

X

r2Q

T

e

(q; r):

The expected sojourn time in state q is the mean of this distribution, which is given

by 1=rt(q).

Probabilistic I/O automata [21, 22] have features in common with stochastic au-

tomata (SA), for which there is an established body of research. One de�nition of

stochastic automata is given by Buchholz [5], who cites earlier work by Plateau and

her co-workers [16, 17, 18]. In Buchholz' de�nition, a stochastic automaton includes

a �nite set of states, a set of action labels including a distinguished internal action

label � , and a function that maps state-action-state triples to nonnegative real tran-

sition weights. In addition, Buchholz includes as part of a stochastic automaton an

initial probability distribution on states and a mapping that assigns to each state a

nonnegative reward vector. In the absence of synchronization, such an automaton can

be regarded as determining a continuous-time Markov chain (CTMC) whose genera-

tor matrix is derived in an evident fashion from the transition weight function. The

entries of the reward vector associated with a state are interpreted as rates of linear

reward accumulation during a sojourn in that state.

Perhaps the best way to compare stochastic automata and probabilistic I/O au-

tomata is to think of a PIOA as a stochastic automaton with the initial conditions

and reward structure removed, but having an added input structure that describes the

automaton's response to stimuli applied by its environment. The transition weight

matrices can be used to associate a CTMC with a PIOA just as for a stochastic

automaton, except for the fact that with a PIOA it is only the matrices for output

actions, rather than all actions, that contribute to the CTMC. The matrices associ-

ated with the input actions of a PIOA provide a way for the environment of a PIOA

to cause it to make abrupt state transitions that interrupt the autonomous evolu-

tion described by the associated CTMC. As a consequence of the de�nition of PIOA

composition given later in this section, synchronization between a PIOA and its en-

vironment is asymmetric in the sense that a PIOA cannot constrain the application
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of input stimuli to it by its environment, and conversely, the environment of a PIOA

cannot constrain its trajectory and associated output actions other than through the

application of input stimuli.

We now give the de�nition of the behavior map B

A

q

associated with a state q of a

PIOA A. As we shall see, B

A

q

can be thought of as a description of how to calculate

the rewards associated with certain sets of trajectories of A starting from state q. To

state the de�nition a few preliminary notions are required. If E is a set, then a rated

trace over E is an element of the set ([0;1) � E)

�

; that is, a �nite word over the

alphabet of pairs (d; e), with d 2 [0;1) and e 2 E. We use � to denote the empty

word. An observable over E is a formal power series � 2 Rhh[0;1)�Eii; that is, a

mapping from rated traces to real numbers.

Suppose we have �xed in advance a countably in�nite \universal" set of actions

U , and let A = (E;Q; fT

e

: e 2 Eg) be a PIOA such that E � U . Let B

A

be the

mapping that assigns to each state q 2 Q the transformation of observables:

B

A

q

: Rhh[0;1)� Uii ! Rhh[0;1)� Uii

according to the following inductive de�nition:

B

A

q

[�](�) = �(�)

B

A

q

[�]((d; e)�) =

X

q

0

2Q

T

e

(q; q

0

) B

A

q

0

[(d+ rt(q); e)

�1

�](�):

In the above, we have used the convention that T

e

is the identity transformation when

e 2 U nE.

To gain some intuitive understanding of B

A

q

[�](�), one should think of � as giv-

ing certain partial information about a particular set of execution trajectories that

might be traversed by A in combination with its environment. In particular, if

� = (d

1

; e

1

)(d

2

; e

2

) : : : (d

n

; e

n

), then e

1

e

2

: : : e

n

is the sequence of actions performed

in such a trajectory (including both input and output actions) and d

1

d

2

: : : d

n

is the

sequence of output rates associated with the successive states visited by the envi-

ronment in such a trajectory. The observable � should be thought of as a way of

associating some numeric measure, or reward, with trajectories. By \unwinding" the

de�nition of B

A

q

[�](�), one can see that it amounts to a weighted summation, over

all trajectories of A starting from state q and matching �, of a certain reward �(�

0

)

associated with this trajectory, where �

0

is obtained from � by combining the output

rates of the states visited by A with the rates of the corresponding environment states.

The weight associated with the term �(�

0

) is the product of the weights assigned by

A to each of the transitions along the trajectory.

The concept of B

A

q

was introduced and studied in our previous work, though the

inductive de�nition given above is much simpler than the de�nitions we previously

used. The precise notion de�ned above is in spirit the same as that studied in [20],

but di�ers formally from it in two respects: (1) here we do not treat internal actions,

and (2) the rated traces we use here do not have a \�nal rate" after the last action.

Although it is possible to handle internal actions using a de�nition of behavior similar
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to that given above, the de�nition turns out to be a recursive de�nition requiring least-

�xed-point techniques, rather than a straightforward induction, and so we leave this

for future work. The omission of the �nal rate from rated traces has the e�ect of

making the total output rate of a state not directly observable, thereby coarsening

the induced \behavior equivalence" relation somewhat. This permits a comparison

to be made between behavior and bisimulation equivalences.

The reason for our interest in B

A

q

is because, as shown in [22], it exactly captures

those distinctions between states that can be made on the basis of a certain kind

of probabilistic testing, and as further shown in [20, 19], interesting performance

parameters for A when started from state q can be extracted from B

A

q

.

To illustrate what can be done with B

A

q

, consider the observable �

a

de�ned as

follows:

�

a

((d

1

; e

1

)(d

2

; e

2

) : : : (d

n

; e

n

))

=

(

Q

n

k=1

1

d

k

; if e

n

= a and e

k

6= a for k < n;

0; otherwise:

Then if A is \closed" in the sense that E

in

= ;, it can be shown that

X

�2(f0g�E)

�

B

A

q

[�

a

](�)

is the probability that A will eventually perform action a if it is started from state q.

Moreover, suppose A eventually performs action a with probability 1 if it is started

from state q. De�ne observable �

a

as follows:

�

a

((d

1

; e

1

)(d

2

; e

2

) : : : (d

n

; e

n

))

=

(

�

Q

n

k=1

1

d

k

��

P

n

k=1

1

d

k

�

; if e

n

= a and e

k

6= a for k < n;

0; otherwise:

Then

X

�2(f0g�E)

�

B

A

q

[�

a

](�)

is the expected time for A to perform action a when started from state q.

To understand in detail how behavior maps work, it is instructive to use the def-

initions given above to actually carry out an expected time calculation for a simple

example.

Example 3 Consider the PIOA A having state set Q = fq

0

; q

1

g, action set E

A

=

E

in

A

] E

out

A

with E

in

A

= ; and E

out

A

= fbg, and with transition map T

A

b

such that

T

A

b

(q

0

; q

1

) = 2

and such that T

A

b

(q; q

0

) = 0 in all other cases. A transition diagram for A is shown

in Figure 2(a).
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11

(q1,r2)

aa
7

q0

b

a

r1’

a

1

7 11

c

r0

r1

r2

b c

2 3

(q0,r0)

(q1,r1) (q1,r1’)
q1

2b
3

(c)(a) (b)

Figure 2: Transition Diagrams for Example 3

Using the de�nition of behavior map, we may calculate as follows:

B

A

q

0

[�

a

]((d

0

; b)(d

1

; a)) = 2 � B

A

q

1

[(d

0

+ 2; b)

�1

�

a

]((d

1

; a))

= 2 � 1 � B

A

q

1

[(d

1

+ 0; a)

�1

(d

0

+ 2; b)

�1

�

a

](�)

= 2 � 1 � �

a

((d

0

+ 2; b)(d

1

; a))

=

�

2

d

0

+ 2

�

1

d

1

��

1

d

0

+ 2

+

1

d

1

�

:

Similarly, we have

B

A

q

0

[�

a

]((d

0

; c)(d

1

; a)) =

�

1

d

0

+ 2

�

1

d

1

��

1

d

0

+ 2

+

1

d

1

�

:

Now, consider the PIOA B having state set Q = fr

0

; r

1

; r

0

1

; r

2

g, action set E

B

=

E

in

B

] E

out

B

with E

in

B

= fbg and E

out

B

= fa; cg, with transition maps T

B

a

, T

B

b

, and T

B

c

having

T

B

b

(r

0

; r

1

) = 1; T

B

c

(r

0

; r

0

1

) = 3; T

B

a

(r

1

; r

2

) = 7; T

B

a

(r

0

1

; r

2

) = 11

and with T

B

a

(q; q

0

) = 0, T

B

b

(q; q

0

) = 0, and T

B

c

(q; q

0

) = 0 in all other cases. A

transition diagram for B is shown in Figure 2(b).

The weighted automata composition A � B of A and B is a PIOA having action

set E = E

in

]E

out

with E

in

= ; and E

out

= fa; b; cg, with transition diagram shown

in Figure 2 (c). Suppose we wish to calculate the quantity

X

�2(f0g�E)

�

B

A�B

(q

0

;r

0

)

[�

a

](�);

which will be the expected time for the composition A �B to perform action a when

started from state (q

0

; r

0

). Though we could calculate this quantity directly using

the de�nition of the behavior map for A � B, in order to illustrate the way in which

behavior maps handle input/output interactions, we calculate instead the quantity

X

�2(f0g�E)

�

B

B

r

0

[B

A

q

0

[�

a

]](�):
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According to Theorem 5.9 proved later in this section, this will produce the same

result.

We proceed as follows:

X

�2(f0g�E)

�

B

B

r

0

[B

A

q

0

[�

a

]](�)

=

X

�

0

2(f0g�E)

�

1 � B

B

r

1

[(0 + 3; b)

�1

B

A

q

0

[�

a

]](�

0

)

+

X

�

0

2(f0g�E)

�

3 � B

B

r

0

1

[(0 + 3; c)

�1

B

A

q

0

[�

a

]](�

0

)

=

X

�

00

2(f0g�E)

�

1 � 7 � B

B

r

2

[(0 + 7; a)

�1

(3; b)

�1

B

A

q

0

[�

a

]](�

00

)

+

X

�

00

2(f0g�E)

�

3 � 11 � B

B

r

2

[(0 + 11; a)

�1

(3; c)

�1

B

A

q

0

[�

a

]](�

00

)

= 1 � 7 � ((7; a)

�1

(3; b)

�1

B

A

q

0

[�

a

])(�)

+ 3 � 11 � ((11; a)

�1

(3; c)

�1

B

A

q

0

[�

a

])(�)

= 1 � 7 � B

A

q

0

[�

a

]((3; b)(7; a)) + 3 � 11 � B

A

q

0

[�

a

]((3; c)(11; a))

= 1 � 7 �

�

2

3 + 2

�

1

7

��

1

3 + 2

+

1

7

�

+ 3 � 11 �

�

1

3 + 2

�

1

11

��

1

3 + 2

+

1

11

�

=

�

2

5

�

7

7

��

1

5

+

1

7

�

+

�

3

5

�

11

11

��

1

5

+

1

11

�

=

�

2

5

��

1

5

+

1

7

�

+

�

3

5

��

1

5

+

1

11

�

=

1

5

+

�

2

5

�

1

7

+

3

5

�

1

11

�

In eliminating the summations above we have used the fact that T

B

a

(r

2

; q) =

T

B

b

(r

2

; q) = T

B

c

(r

2

; q) = 0 for all q 2 Q, hence B

B

r

2

[�](�

00

) is nonzero only when

�

00

= �, and in that case B

B

r

2

[�](�

00

) = �(�). In the above calculation, observe in

particular how the total output rates of the various states eventually contribute to

the computation of sojourn times, and how the transition rates that \stack up" each

time the behavior map is unwound eventually �nd their corresponding denominators

and become probabilities. Also notice how these denominators are built by an in-

cremental process in which the rates of the states traversed by each component are

summed into the appropriate denominator, no matter whether the action performed

from a state is an input or an output action. This is because the occurrence of an

input transition from a state involves foregoing the opportunity to perform an output

transition from that state, and this must be taken into account in calculating the

transition probability.
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We can generalize from Example 3 to see that observables serve essentially the

same purpose for probabilistic I/O automata as reward functions do for stochastic

automata. However, although the class of rewards that can be expressed in terms of

observables overlaps the class that can be expressed via state rewards, neither of the

two classes is entirely contained in the other. Observables correspond to the concept

of a reward that is tallied by an external observer who has access to the sequence of

actions performed and the sojourn time of each of the states that is traversed. Such

rewards can be history-dependent, but cannot make arbitrary distinctions between

individual states. On the other hand, reward measures for stochastic automata have

access to information about the precise states traversed, but they cannot depend on

the history of actions performed.

Lemma 5.1 Suppose A is a PIOA. Then

(d; e)

�1

B

A

q

[�] =

X

q

0

2Q

T

e

(q; q

0

)B

A

q

0

[(d+ rt(q); e)

�1

�]:

Proof. Straightforward from the de�nitions. 2

In order to consider what happens when a PIOA is executed from a particular

starting distribution, rather than a speci�c starting state, it is convenient to extend

the notation B

A

q

to B

A

�

, where � 2 R

Q

. This is done by linearity as follows:

B

A

�

[�](�) =

X

q2Q

�(q)B

A

q

[�](�):

Clearly we then have

B

A

a�+b�

= a B

A

�

+ b B

B

�

:

Lemma 5.2 For each measure � 2 R

Q

, the mapping B

A

�

is a linear operator on

Rhh[0;1)�Eii.

Proof. We �rst show that given q 2 Q, for all rated traces �, for all observables

�;	 2 Rhh[0;1)�Eii, and all a; b 2 R we have

B

A

q

[a�+ b	](�) = a B

A

q

[�](�) + b B

A

q

[	](�):

The proof is by induction on �. In case � = �, then

B

A

q

[a�+ b	](�) = (a� + b	)(�)

= a �(�) + b 	(�)

= a B

A

q

[�](�) + b B

A

q

[	](�):
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Now suppose � = (d; e)�

0

, and that we have established the result for �

0

. Then

B

A

q

[a�+ b	](�) = B

A

q

[a�+ b	]((d; e)�

0

)

=

X

q

0

2Q

T

e

(q; q

0

)B

A

q

0

[(d+ rt(q); e)

�1

(a�+ b	)](�

0

)

=

X

q

0

2Q

T

e

(q; q

0

) �

B

A

q

0

[a(d+ rt(q); e)

�1

�+ b(d+ rt(q); e)

�1

	](�

0

)

= a

X

q

0

2Q

T

e

(q; q

0

)B

A

q

0

[(d+ rt(q); e)

�1

�](�

0

)

+ b

X

q

0

2Q

T

e

(q; q

0

)B

A

q

0

[(d+ rt(q); e)

�1

	](�

0

)

= a

X

q

0

2Q

T

e

(q; q

0

)B

A

q

0

[(d+ rt(q); e)

�1

�](�

0

)

+ b

X

q

0

2Q

T

e

(q; q

0

)B

A

q

0

[(d+ rt(q); e)

�1

	](�

0

)

= a B

A

q

[�](�) + b B

A

q

[	](�);

where we have used the linearity of derivative in the second step and the induction

hypothesis in the third step.

The result for B

A

�

for � an arbitrary measure now follows immediately from the

special case established above, as a result of the linear form of the de�nition of B

A

�

.

2

De�ne measures � and �

0

in R

Q

to be behavior equivalent for A if B

A

�

= B

A

�

0

.

Theorem 5.3 Let A be a PIOA. Then behavior equivalence for A is a �-respecting

congruence on A.

Proof. Linearity is obvious from the form of the de�nition. To show �-respecting,

suppose � and �

0

are A-behavior-equivalent, so that

X

q2Q

�(q)B

A

q

=

X

q2Q

�

0

(q)B

A

q

:

Letting 1 2 Rhh[0;1)�Eii denote the identically 1 observable, we have

�(Q) =

X

q2Q

�(q)B

A

q

[1](�) =

X

q2Q

�

0

(q)B

A

q

[1](�) = �

0

(Q);

as required.

To show invariance, suppose again that � and �

0

are A-behavior-equivalent. We

must show that

X

q2Q

(�T

e

)(q) � B

A

q

[�](�) =

X

q2Q

(�

0

T

e

)(q) � B

A

q

[�](�)



On Behavior Equivalence for Probabilistic I/O Automata 25

for all e 2 E, all observables � and all rated traces �. Note that

(�T

e

)(q) =

X

q

0

2Q

�(q

0

)T

e

(q

0

; q);

and thus

X

q2Q

(�T

e

)(q) � B

A

q

[�](�) =

X

q2Q

X

q

0

2Q

�(q

0

)T

e

(q

0

; q)B

A

q

[�](�)

=

X

q

0

2Q

�(q

0

)

X

q2Q

T

e

(q

0

; q)B

A

q

[�](�):

De�ne the observable �

0

by �

0

((0; e)�) = �(�) and �

0

(�) = 1 for all rated traces �

not beginning with (0; e), so that we have � = (0; e)

�1

�

0

. Then

X

q

0

2Q

�(q

0

)

X

q2Q

T

e

(q

0

; q)B

A

q

[�](�) =

X

q

0

2Q

�(q

0

)B

A

q

0

[�

0

]((0; e)�):

We have thus shown

X

q2Q

(�T

e

)(q) � B

A

q

[�](�) =

X

q

0

2Q

�(q

0

)B

A

q

0

[�

0

]((0; e)�):

Using the same reasoning for �

0

we obtain

X

q2Q

(�

0

T

e

)(q) � B

A

q

[�](�) =

X

q

0

2Q

�

0

(q

0

)B

A

q

0

[�

0

]((0; e)�):

The assumption that � and �

0

are A-behavior-equivalent now implies that

X

q2Q

(�T

e

)(q) � B

A

q

[�](�) =

X

q2Q

(�

0

T

e

)(q) � B

A

q

[�](�)

as required. 2

Close examination of the argument used in the proof of Theorem 5.3 above reveals

that no speci�c properties of the derivative operation on observables were used, other

than that given any (d; e) and �, there exists �

0

such that (d; e)

�1

�

0

= �. Note that

the identically 1 observable 1 has the property that (d; e)

�1

1 = 1 for all (d; e). Thus,

the arguments above remain valid if � and �

0

are replaced by 1 throughout, and

then the above argument shows that the equivalence relating � and �

0

exactly when

B

A

�

[1] = B

A

�

0

[1], is also a �-respecting congruence. In fact this relation is precisely

the relation of �-congruence.

Although the original motivation for probabilistic bisimulation only makes sense for

probabilistic weighted automata, the formal characterization obtained from Theorems

4.3 and 4.4 makes sense for arbitrary weighted automata with nonnegative transition

maps. In view of this fact, we de�ne a weighted bisimulation on a weighted automaton

A with state set Q, action set E, and nonnegative transition maps T

e

to be an

equivalence relation R on the states of A such that q R q

0

implies qT

e

R

y

q

0

T

e

for

all q; q

0

2 Q and e 2 E. In case the weights are interpreted as transition rates,

then weighted bisimulation equivalence coincides with the the kind of bisimulation



26 E. W. Stark

introduced by Hillston for the language PEPA [9], as well as one of the two studied by

Buchholz in the context of Markovian Process Algebra [4]. The following result shows

that when applied to probabilistic I/O automata, weighted bisimulation equivalence

is a re�nement of PIOA behavior equivalence.

Theorem 5.4 Let A be a PIOA with state set Q and action set E, and let R be a

weighted bisimulation on A. Then q R q

0

implies B

A

q

= B

A

q

0

for all q; q

0

2 Q.

Proof. We show by induction on � that for all � 2 Rhh[0;1)�Eii and all rated

traces �, if q R q

0

, then B

A

q

[�](�) = B

A

q

0

[�](�).

For the basis case, if � = �, then B

A

q

[�](�) = �(�) = B

A

q

0

[�](�).

For the induction step, suppose � = (d; e)�

0

and that we have already established

the result for �

0

. Then

B

A

q

[�](�) =

X

r2Q

T

e

(q; r)B

A

r

[(d+ rt(q); e)

�1

�](�

0

):

Since q R q

0

and since R is a bisimulation, by Corollary 3.4 we have rt(q) = rt(q

0

).

Let �

0

= (d+ rt(q); e)

�1

� = (d+ rt(q

0

); e)

�1

�, so that

B

A

q

[�](�) =

X

q

00

2Q

T

e

(q; q

00

)B

A

q

00

[�

0

](�

0

):

Similarly, we have

B

A

q

0

[�](�) =

X

q

00

2Q

T

e

(q

0

; q

00

)B

A

q

00

[�

0

](�

0

):

Thus

B

A

q

[�](�)� B

A

q

0

[�](�) =

X

q

00

2Q

(T

e

(q; q

00

)� T

e

(q

0

; q

00

))B

A

q

00

[�

0

](�

0

):

Note that

T

e

(q; q

00

)� T

e

(q

0

; q

00

) = (qT

e

� q

0

T

e

)(q

00

):

Since q R q

0

, by the assumption that R is a bisimulation we have qT

e

R

y

q

0

T

e

. By

Lemma 4.1, there exists a measure M on Q�Q with supp(M) � R such that

qT

e

� q

0

T

e

=

X

r2Q

X

r

0

2Q

M(r; r

0

)(�

r

� �

r

0

):

Then

(qT

e

� q

0

T

e

)(q

00

) =

X

r2Q

X

r

0

2Q

M(r; r

0

)�

r

(q

00

)�

X

r2Q

X

r

0

2Q

M(r; r

0

)�

r

0

(q

00

)

=

X

r

0

2Q

M(q

00

; r

0

)�

X

r2Q

M(r; q

00

):
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We therefore have

B

A

q

[�](�)� B

A

q

0

[�](�) =

X

q

00

2Q

(

X

r

0

2Q

M(q

00

; r

0

)�

X

r2Q

M(r; q

00

))B

A

q

00

[�

0

](�

0

)

=

X

q

00

2Q

X

r

00

2Q

M(q

00

; r

00

)B

A

q

00

[�

0

](�

0

)

�

X

q

00

2Q

X

r

00

2Q

M(r

00

; q

00

))B

A

q

00

[�

0

](�

0

)

=

X

q

00

2Q

X

r

00

2Q

M(q

00

; r

00

)B

A

q

00

[�

0

](�

0

)

�

X

r

00

2Q

X

q

00

2Q

M(q

00

; r

00

))B

A

r

00

[�

0

](�

0

)

=

X

q

00

2Q

X

r

00

2Q

M(q

00

; r

00

)(B

A

q

00

[�

0

](�

0

)� B

A

r

00

[�

0

](�

0

)):

It follows from the induction hypothesis that B

A

q

00

[�

0

](�

0

) = B

A

r

00

[�

0

](�

0

) if q

00

R r

00

,

and since supp(M) � R, we have B

A

q

[�](�) � B

A

q

0

[�](�) = 0, hence B

A

q

[�](�) =

B

A

q

0

[�](�), completing the induction step and the proof. 2

The following example illustrates that the re�nement relationship given by the

previous theorem is in fact strict, in the sense that there exists a PIOA A with states

q and q

0

, such that B

A

q

= B

A

q

0

but such that we do not have q E q

0

for any weighted

bisimulation E .

Example 4 Consider the PIOA A having state set

Q = fq

0

; q

1

; q

0

1

; q

2

g [ fr

0

; r

1

; r

2

g;

action set E = E

in

] E

out

with E

in

= ; and E

out

= fa; b; cg, and having transition

matrices T

a

, T

b

, and T

c

de�ned so that their only non-zero entries are as follows:

T

a

(q

0

; q

1

) = 1=2 T

a

(q

0

; q

0

1

) = 1=2 T

a

(r

0

; r

1

) = 1

T

b

(q

1

; q

2

) = 1 T

b

(r

1

; r

2

) = 1=2

T

c

(q

0

1

; q

2

) = 1 T

c

(r

1

; r

2

) = 1=2:

A transition diagram for A is shown in Figure 3.

Clearly B

A

q

2

= B

A

r

2

, since neither state has any outgoing transitions. Also, rt(q

1

) =

rt(q

0

1

) = rt(r

1

) = 1, from which it is easy to verify that

B

A

r

1

[�](�) =

1

2

B

A

q

1

[�](�) +

1

2

B

A

q

0

1

[�](�)

for all � and �. It follows immediately from this that B

A

q

0

[�](�) = B

A

r

0

[�](�) for all

� and �. However any weighted bisimulation R containing (q

0

; r

0

) would have to

contain (q

1

; r

1

) and (q

0

1

; r

1

), hence also (q

1

; q

0

1

), which is impossible because di�erent

sets of actions are enabled in q

1

and q

0

1

.
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q1’

a a

1/2 1/2

1a

q0

q1

r0

11
cb cb 1/21/2

r2q2

r1

Figure 3: Transition Diagram for Example 4

In Example 4 as in Example 2, we see how the possibility of relating states to

measures can result in a coarser congruence than if we require that states always be

related to other states. That is, states q

0

and r

0

are behavior equivalent as a result

of our freedom to relate state r

1

to the measure

1

2

�

q

1

+

1

2

�

q

0

1

. So PIOA behavior

equivalence, like �-congruence, is in general a coarser equivalence than probabilistic

bisimulation equivalence and factoring by PIOA behavior equivalence can lead to

smaller quotient automata than factoring by probabilistic bisimulation equivalence.

On the other hand, the following example shows that PIOA behavior equivalence is

a strict re�nement of �-congruence, and that �-congruence is \wrong" for probabilis-

tic I/O automata (or, indeed, for stochastic automata) in the sense that in general it

relates states that are distinguishable by expected time experiments.

Example 5 Consider the PIOA A having state set

Q = fq

0

; q

1

; q

0

1

; q

2

g [ fr

0

; r

1

; r

2

g:

action set E = E

in

] E

out

with E

in

= ; and E

out

= fa; bg, and having transition

matrices T

a

and T

b

be de�ned so that their only nonzero entries are as follows:

T

a

(q

0

; q

1

) = 2 T

a

(q

0

; q

0

1

) = 1 T

a

(r

0

; r

1

) = 3

T

b

(q

1

; q

2

) = 1 T

b

(q

0

1

; q

2

) = 2 T

b

(r

1

; r

2

) = 4=3

A transition diagram for A is shown in Figure 4.

It is straightforward to check that the states q

0

and r

0

are �-congruent, but they

are not behavior equivalent due to the fact that rt(q

1

) and rt(q

0

1

) are distinct from

each other as well as from rt(r

1

). If we know with certainty that the automaton

is in state r

1

, then we would expect to observe a sojourn time distribution that is

exponentially distributed with rate rt(r

1

) = 4=3. On the other hand, if we know only

that the automaton is in the mixture of states

2

3

�

q

1

+

1

3

�

q

0

1

, then the sojourn time

distribution will be a nontrivial mixture of two exponentials, one with rate rt(q

1

) = 1

and one with rate rt(q

0

1

) = 2. This di�erence is something that is directly discernable

by an observer who can perform expected time measurements. The expected time to
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4/3

a aa

q0

q1

r0

1
bb

r2q2

r1q1’

2 1

3

2
b

Figure 4: Transition Diagram for Example 5

execute ab starting from state q

0

is (1=3) + (2=3)(1=1) + (1=3)(1=2) = 7=6 but the

expected time to execute ab starting from state r

0

is (1=3) + (3=4) = 7=12.

To further clarify the nature of behavior equivalence and its relationship to weighted

bisimulation, we now obtain a characterization of behavior equivalence as the largest

�-respecting congruence that in a sense separates states having distinct total output

rates.

Suppose A is a probabilistic I/O automaton with state set Q. A subset S of R

Q

is called rate-homogeneous if there exists d 2 [0;1) such that for all � 2 S and all

q 2 Q, if �(q) 6= 0 then rt(q) = d.

Theorem 5.5 Suppose A is a probabilistic I/O automaton with state set Q and action

set E. Let � denote the relation of A-behavior equivalence on R

Q

, then K

�

is the

direct sum of rate-homogeneous subspaces of R

Q

.

Proof. Since Q is a �nite set, the set frt(q) : q 2 Qg is also a �nite set, which we

may enumerate as fd

1

; d

2

; : : : ; d

n

g. Given any � 2 R

Q

, de�ne

�j

d

i

=

X

fq2Q:rt(q)=d

i

g

�(q)�

q

:

De�ne

Kj

d

i

= f�j

d

i

: � 2 K

�

g:

Clearly Kj

d

i

is a rate-homogeneous subspace of R

Q

for 1 � i � n, and � =

P

n

i=1

�j

d

i

for all � 2 K

�

. Moreover, if

P

n

i=1

�j

d

i

= 0, then �j

d

i

= 0 for 1 � i � n. We claim

that Kj

d

i

� K

�

for 1 � i � n and hence we have the direct sum decomposition

K

�

= �Kj

d

i

. We prove this claim by showing that B

A

�j

d

i

= 0 for all � 2 K

�

and all

1 � i � n.

For � 2 Rhh[0;1)�Eii de�ne �j

d

i

2 Rhh[0;1)�Eii for 1 � i � n by

�j

d

i

(�) =

(

�(�); if � = ((d

i

; e)�

0

); for some e 2 E and �

0

2 ([0;1)�E)

�

0; otherwise:
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We claim that �j

d

i

has the following properties:

1. B

A

�

[1j

d

i

]((0; e)) = �j

d

i

(Q); for all e 2 U n E, where 1 denotes the identically 1

observable.

2. B

A

�

[�j

d

i

+d

]((d; e)�) = B

A

�j

d

i

[�]((d; e)�); for all d 2 [0;1) and all e 2 E.

To prove property (1), we calculate as follows:

B

A

�

[1j

d

i

]((0; e)) =

X

q2Q

�(q)

X

q

0

2Q

T

e

(q; q

0

) � 1j

d

i

((rt(q); e))

= �(fq 2 Q : rt(q) = d

i

g)

= �j

d

i

(Q);

where we have used the de�nition of 1j

d

i

and the fact that e 2 U nE implies T

e

(q; q

0

) =

1 if q = q

0

and 0 otherwise. To prove property (2), we calculate as follows:

B

A

�

[�j

d

i

+d

]((d; e)�)

=

P

q2Q

�(q)

P

q

0

2Q

T

e

(q; q

0

) B

A

q

0

[(d+ rt(q); e)

�1

�j

d+d

i

](�)

=

P

fq2Q:d+rt(q)=d+d

i

g

�(q)

P

q

0

2Q

T

e

(q; q

0

) B

A

q

0

[(d+ rt(q); e)

�1

�](�)

=

P

fq2Q:rt(q)=d

i

g

�(q)

P

q

0

2Q

T

e

(q; q

0

) B

A

q

0

[(d+ rt(q); e)

�1

�](�)

= B

A

�j

d

i

[�]((d; e)�):

We now return to proving that if � 2 K

�

, then B

A

�j

d

i

= 0 for 1 � i � n. Suppose

� 2 K

�

. We �rst show that B

A

�j

d

i

[�](�) = 0 for all � 2 Rhh[0;1)�Eii and all i

with 1 � i � n. By de�nition, B

A

�j

d

i

[�](�) = �j

d

i

(Q) � �(�) for 1 � i � n. Let e be

an arbitrarily chosen element of U n E, which is nonempty because U is countably

in�nite and E is �nite. By property (1) shown above,

B

A

�

[1j

d

i

]((0; e)) = �j

d

i

(Q)

and thus

B

A

�j

d

i

[�](�) = B

A

�

[1j

d

i

]((0; e)) � �(�)

for 1 � i � n. Since � 2 K

�

by hypothesis, we have B

A

�

= 0, and hence B

A

�j

d

i

[�](�) =

0 � �(�) = 0 for 1 � i � n.

To complete the proof, we show that B

A

�j

d

i

[�](�) = 0 for all i with 1 � i � n, all

� 2 Rhh[0;1)�Eii, and all � of the form (d; e)�

0

for some d 2 [0;1), e 2 E, and

�

0

2 ([0;1)�E)

�

. To see this, simply observe that by property (2) we have

B

A

�j

d

i

[�]((d; e)�

0

) = B

A

�

[�j

d

i

+d

]((d; e)�

0

);

which equals 0 by the assumption that � 2 K

�

. 2

Theorem 5.6 Suppose A is a probabilistic I/O automaton with state set Q and action

set E. Suppose E is a �-respecting congruence on A with the property that K

E

is the
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direct sum of rate-homogeneous subspaces of R

Q

. Then E is contained in A-behavior

equivalence.

Proof. Suppose E is a �-respecting congruence on A such that K

E

is the direct sum

�

n

i=1

K

i

, where each K

i

is rate-homogeneous. To show that E is contained in A-

behavior equivalence, it su�ces to prove that � 2 K

E

implies B

A

�

= 0 for all � 2 R

Q

.

To do this we show by induction on � that for all � 2 ([0;1)� U)

�

, if � 2 K

E

then

B

A

�

[�](�) = 0 for all � 2 Rhh[0;1)� Uii.

For the basis case, suppose � = �. Then B

A

�

[�](�) = �(Q) � �(�). If � 2 K

E

, then

since � is �-respecting we have �(Q) = 0, hence B

A

�

[�](�) = 0.

For the induction step, suppose � = (d; e)�

0

, and that we have already established

the result for �

0

. Suppose � 2 K

E

, then � =

P

n

i=1

�

i

, where �

i

2 K

i

for 1 � i � n.

Then

B

A

�

[�](�) =

X

q2Q

�(q) �

X

q

0

2Q

T

e

(q; q

0

) B

A

q

0

[(d+ rt(q); e)

�1

�](�

0

)

=

n

X

i=1

X

q2Q

�

i

(q) �

X

q

0

2Q

T

e

(q; q

0

) B

A

q

0

[(d+ rt(q); e)

�1

�](�

0

):

Since K

i

is rate-homogeneous, for each i with 1 � i � n there exists d

i

2 R such that

rt(q) = d

i

for all q 2 supp(�

i

). Let �

i

= (d+ d

i

; e)

�1

�; we then have

B

A

�

[�](�) =

n

X

i=1

X

q2Q

�

i

(q) �

X

q

0

2Q

T

e

(q; q

0

)B

A

q

0

[�

i

](�

0

)

=

n

X

i=1

X

q

0

2Q

(�

i

T

e

)(q

0

)B

A

q

0

[�

i

](�

0

)

=

n

X

i=1

B

A

�

i

T

e

[�

i

](�

0

):

Since �

i

2 K

i

� K

E

, it follows by invariance that �

i

T

e

2 K

E

. We may therefore

apply the induction hypothesis to conclude that B

A

�

i

T

e

[�

i

](�

0

) = 0 for 1 � i � n, and

thus B

A

�

[�](�) = 0, to complete the induction step and the proof. 2

Corollary 5.7 Suppose A is a probabilistic I/O automaton with state set Q. Then

A-behavior-equivalence is the largest �-respecting congruence E on A with the property

that K

E

is the direct sum of rate-homogeneous subspaces of R

Q

.

Proof. Immediate from Theorems 5.5 and 5.6. 2

We now consider the relationship between behavior maps and PIOA composition.

The main result (Theorem 5.9) was established in our previous work [22, 20], however

here we give a simpler proof that exploits the weighted automata formulation and our

new de�nition of PIOA behavior map.

We �rst state for completeness of exposition the obvious fact that the formal con-

ditions for being a probabilistic I/O automaton are preserved by weighted automata

composition.
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Lemma 5.8 Suppose A

1

and A

2

are probabilistic I/O automata. Then their composi-

tion A

1

�A

2

is also a probabilistic I/O automaton, if we take (E

1

[E

2

)

out

= E

out

1

[E

out

2

and (E

1

[ E

2

)

in

= (E

1

[ E

2

) n (E

out

1

[E

out

2

).

Proof. Immediate from the fact that the tensor product of stochastic matrices is

stochastic. 2

Although the previous result shows that the composition of arbitrary probabilistic

I/O automata is formally again a probabilistic I/O automaton, we must regard as sus-

pect the idea that the tensor product of transition rate matrices can again be regarded

as a transition rate matrix. For one thing, the result is dimensionally incorrect, since

its entries have units of rate-squared, rather than rate. One way around this problem,

adopted in [5], involves the assumption of a \basic rate" for each action. The entries

of the transition rate matrices for action e are �rst normalized by dividing by the

basic rate of action e to obtain matrices of dimensionless quantities, then the tensor

product is taken, and �nally the dimensionality is restored by multiplying the result

by the basic rate. For probabilistic I/O automata, we take a more direct approach:

we only consider as meaningful the composition of probabilistic I/O automata A

1

and

A

2

that are compatible in the sense that E

out

1

\ E

2

� E

in

2

and E

out

2

\ E

1

� E

in

1

. In

forming the composition of compatible PIOA, therefore, we only ever form the ten-

sor product of stochastic matrices, whose entries are dimensionless probabilities, or

the tensor product of a stochastic matrix and a transition rate matrix. This kind of

passive/active synchronization is the traditional way of de�ning composition for I/O

automata [15], and was used by us for probabilistic I/O automata in [21]. It has also

been considered elsewhere in the stochastic process algebra literature (see, e.g. [8]).

Theorem 5.9 Suppose A

1

and A

2

are probabilistic I/O automata with state sets Q

1

and Q

2

, respectively. Then for all �

1

2 R

Q

1

and �

2

2 R

Q

2

we have B

A

1

�A

2

�

1


�

2

=

B

A

1

�

1

� B

A

2

�

2

.

Proof. We �rst prove by induction on � that for all rated traces � over E

1

[ E

2

, all

states q

1

2 Q

1

and all states q

2

2 Q

2

, and all observables � 2 Rhh[0;1)� (E

1

[ E

2

)ii

we have

B

A

1

�A

2

(q

1

;q

2

)

[�](�) = B

A

1

q

1

[B

A

2

q

2

[�]](�):

In case � = � we have

B

A

1

q

1

[B

A

2

q

2

[�]](�) = B

A

1

q

1

[B

A

2

q

2

[�]](�)

= B

A

2

q

2

[�](�)

= �(�)

= B

A

1

�A

2

(q

1

;q

2

)

[�](�):
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Now suppose � = (d; e)�

0

and we have already established the result for �

0

. Then

B

A

1

q

1

[B

A

2

q

2

[�]](�) =

X

q

0

1

2Q

1

T

1;e

(q

1

; q

0

1

) � B

A

1

q

0

1

[(d+ rt(q

1

); e)

�1

B

A

2

q

2

[�]](�

0

)

=

X

q

0

1

2Q

1

T

1;e

(q

1

; q

0

1

) � B

A

1

q

0

1

[

X

q

0

2

2Q

2

T

2;e

(q

2

; q

0

2

) �

B

A

2

q

0

2

[(d+ rt(q

1

) + rt(q

2

); e)

�1

�]](�

0

)

=

X

q

0

1

2Q

1

T

1;e

(q

1

; q

0

1

) �

X

q

0

2

2Q

2

T

2;e

(q

2

; q

0

2

) �

B

A

1

q

0

1

[B

A

2

q

0

2

[(d+ rt(q

1

) + rt(q

2

); e)

�1

�]](�

0

)

=

X

(q

0

1

;q

0

2

)2Q

1

�Q

2

(T

1;e


 T

2;e

)((q

1

; q

2

); (q

0

1

; q

0

2

)) �

B

A

1

�A

2

(q

0

1

;q

0

2

)

[(d+ rt(q

1

) + rt(q

2

); e)

�1

�](�

0

)

= B

A

1

�A

2

(q

1

;q

2

)

[�](�):

where we have used Lemma 5.1, Lemma 5.2, the induction hypothesis and simple

properties of tensor product. This completes the induction step.

We now use the special case just established to prove the stated result. We have

B

A

1

�

1

[B

A

2

�

2

[�]](�) =

X

q

1

2Q

1

�

1

(q

1

)B

A

1

q

1

[

X

q

2

2Q

2

�

2

(q

2

)B

A

2

q

2

[�]](�)

=

X

q

1

2Q

1

�

1

(q

1

)

X

q

2

2Q

2

�

2

(q

2

)B

A

1

q

1

[B

A

2

q

2

[�]](�)

=

X

(q

1

;q

2

)2Q

1

�Q

2

(�

1


 �

2

)(q

1

; q

2

) � B

A

1

�A

2

(q

1

;q

2

)

[�](�)

= B

A

1

�A

2

�

1


�

2

[�](�);

completing the proof. 2

6. Conclusion

We have made a comparison of PIOA behavior equivalence and probabilistic bisim-

ulation equivalence by formulating both as a kind of congruence on weighted �nite

automata. The congruences we use relate signed measures on states, rather than just

individual states. We found that probabilistic bisimulation equivalence is a strict re-

�nement of PIOA behavior equivalence, basically due to the fact that PIOA behavior

equivalence can contain relationships between measures that are not consequences

of an underlying set of equivalences between individual states. We obtained a char-

acterization of both bisimulation equivalence and PIOA behavior equivalence as the

largest congruences generated by basic equivalences of a certain form. In the case of

bisimulation equivalence, the basic equivalences simply relate individual states. In the

case of PIOA behavior equivalence, the basic equivalences relate rate-homogeneous
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measures. The characterization of PIOA behavior equivalence helps to point the way

to a sound and complete axiomatization of behavior equivalence in a process-algebraic

logic for PIOA, which is a subject of our current research.

As practical applications of the PIOA model to system speci�cations often involve

the use of state variables with in�nitely many possible values, it would also be useful

to generalize the results of this paper to weighted automata with countably in�nite

state sets. Such a generalization was not attempted in the present paper, because it

was found that the close attention that needs to be paid to convergence and continuity

considerations was preventing a clear exposition of the basic results. Since many of

the proofs given in this paper appear to depend in a signi�cant way on the �niteness

of the set of states, it is not clear to what extent the results generalize to in�nite state

sets.
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